Request for Information (RFI) on an Implementation Plan for a National Artificial Intelligence Research Resource: Responses

DISCLAIMER: Please note that the RFI public responses received and posted do not represent the views and/or opinions of the U.S. Government nor those of the National AI Research Resource Task Force, and/or any other Federal agencies and/or government entities. We bear no responsibility for the accuracy, legality, or content of all external links included in this document.
October 1, 2021

Lynne Parker, Ph.D.
Director, National AI Initiative
White House Office of Science and Technology Policy

Erwin Gianchandani, Ph.D.
Senior Advisor, Translation, Innovation, and Partnerships
National Science Foundation

Dear Dr. Parker and Dr. Gianchandani,

We are pleased to submit the attached in response to the Request for Information by the White House Office of Science and Technology and National Science Foundation for creating and implementing a National Artificial Intelligence Research Resource (NAIRR).

Stanford's Institute for Human-Centered Artificial Intelligence (HAI) has long championed the creation of the NAIRR. In 2020, Stanford HAI led efforts with 22 top universities and a bipartisan, bicameral group of lawmakers to pass legislation establishing the NAIRR Task Force. In 2021, we convened a policy practicum course at Stanford on Creating a National Research Cloud, which brought together law, business, and engineering students, researchers, and faculty to address some of the core questions for building the NAIRR. To prepare the Report, we interviewed a wide range of stakeholders, engaged in extensive research on existing models, and developed a set of recommendations on both the data and compute dimensions.

To adhere to the 10-page limitation for submissions, please find enclosed the Executive Summary from our Report. Because our full Report, "Building a National AI Research Resource: A Blueprint for the National Research Cloud," spans 100+ pages, we have enclosed a draft as supplemental material. We anticipate that the final Report will be made publicly available the week of October 4.

We hope our extensive work on the design of the NAIRR proves useful to the Task Force and we are happy to engage the Task Force in any way we might be helpful.

Sincerely,
Executive Summary: Creating a National Research Cloud

Artificial intelligence (AI) appears poised to transform the economy across sectors ranging from healthcare and finance, to retail and education. What some have coined the “Fourth Industrial Revolution” is driven by three key trends: greater availability of data, increases in computing power, and improvements to algorithm design. First, increasingly large amounts of data have fueled the ability for computers to learn, such as by training an algorithmic language model on all of Wikipedia. Second, better computational capacity (often termed “compute”) and compute capability have enabled researchers to build models that were unimaginable merely 10 years ago, sometimes spanning billions of parameters (an exponential increase in scope from previous models). Third, basic innovations in algorithms are helping scientists to drive forward AI, such as the reinforcement learning techniques that enabled a computer to defeat the world champion in the board game Go.

Despite these trends, the AI innovation landscape faces serious potential challenges. Historically, partnerships between government(s), universities, and industries have anchored the U.S. innovation ecosystem. The federal government played a critical role in subsidizing basic research, enabling universities to undertake high-risk research that can take decades to commercialize. This approach catalyzed radar technology, the internet, and GPS devices. As the economists Ben Jones and Larry Summers put it, “[e]ven under very conservative assumptions, it is difficult to find an average return below $4 per $1 spent” on innovation, and the social returns might be closer to $20 for every dollar spent. Industry in turn, scales and commercializes applications.

Core challenges to this ecosystem and the future of AI exist. Computing power has become critical for the advancement of AI, but the high cost of compute has placed cutting edge AI research in a position accessible only to key industry players and a handful of elite universities. Access to data—the raw ingredients used to train most AI models—is increasingly
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1 This is the Executive Summary to a broader report on the National Research Cloud: Daniel E. Ho, Jennifer King, Russell C. Wald, Christopher Wan, Building a National AI Research Resource: A Blueprint for the National Research Cloud (2021).
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limited to the private sector and large platforms, since government data sources remain largely inaccessible to the AI research community. As the National Security Commission on AI (NSCAI) has determined, “[t]the consolidation of the AI industry threatens U.S. technological competitiveness.” Four interrelated challenges illustrate this finding: First, we are seeing a significant brain drain of researchers departing universities. In 2011, AI Ph.D.s were roughly equally likely to go into industry vs. academia. Ten years later, two-thirds of AI Ph.D.s go to industry, and less than one quarter go into academia. Second, these trends indicate that many university researchers struggle to engage in cutting-edge science, draining the field of the diverse set of research voices that it needs. Third, the fundamental research that would guarantee the United States stays at the helm of AI innovation is being crowded out. By one estimate, 82 percent of algorithms used today originated from federally funded nonprofits and universities, but “U.S. leadership has faded in recent decades.” Fourth, government agencies have faced challenges in building compute infrastructure, and there are societal benefits to reducing the cost of core governance functions and improving government’s internal capacity to develop, test, and hold AI systems accountable. In short, a growing imbalance in AI innovation tilts towards industry, leaving academic and non-commercial research behind. Given the longstanding role of academic and non-commercial research in innovation, this shift has substantial negative consequences for the American research ecosystem.

Responding to these challenges, Congress enacted the National AI Research Resource Task Force Act as part of the National Defense Authorization Act (NDAA) in January 2021. The Act forms part of the National Artificial Intelligence Initiative, which identifies further steps to increase research investments, set technical standards, and build a stronger AI workforce. The Act created a Task Force—the composition of which was announced on June 10, 2021—to study and plan for the implementation of a “National Artificial Intelligence Research Resource,” namely “a system that provides researchers and students across scientific fields and disciplines with access to compute resources, co-located with publicly available, artificial intelligence-ready
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government and non-government data sets.”19 This research resource has also been referred to as the National Research Cloud (NRC) and was strongly endorsed by the NSCAI, which wrote that the NRC “will strengthen the foundation of American AI innovation by supporting more equitable growth of the field, expanding AI expertise across the country, and applying AI to a broader range of fields.”20

While other initiatives have sought to improve access to compute or data in isolation,21 the NRC will generate distinct positive externalities by integrating compute and data, the two bottlenecks for high-quality AI research. Specifically, the NRC will provide affordable access to high-end computational resources, large-scale government datasets in a secure cloud environment, and the necessary expertise to benefit from this resource through a close partnership between academia, government, and industry. By expanding access to these critical resources in AI research, the NRC will support basic scientific AI research, the democratization of AI innovation, and the promotion of U.S. leadership in AI.

Stanford Law School’s policy practicum program convened a multidisciplinary research team of graduate students, staff, and faculty drawn from Stanford’s business, law, and engineering schools to study the feasibility of, and considerations for designing the NRC. Over the past six months, this group studied existing models for compute resources and government data, interviewed a wide range of government, computer science, and policy experts, and examined the technical, business, legal, and policy requirements. This report was commissioned by Stanford’s Institute for Human-Centered Artificial Intelligence (HAI), which originated the proposal for the NRC in partnership with 21 other research universities.22

Throughout our research, we observed three primary themes that cut across all areas of our investigation. We have integrated these themes into each section of our report and drawn on them to explain our findings.

- **Complementarity between compute and data.** As we evaluated the existing computing and data-sharing ecosystems, one of the systemic challenges we observed was a decoupling of compute resources from data infrastructures. High-performance computing can be useless without data; and a major impediment to data sharing, particularly for high-value government data, lies in requirements for a secure, privacy-protecting computing environment.
- **Rebalancing AI research toward long-term, academic, and non-commercial research.** Presently, AI innovation is disproportionately dependent on the private sector. Public
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investment in basic AI infrastructure can both support innovation in the public interest and complement private innovation efforts. The NRC directs more resources toward AI development in the public interest and helps ensure long-term leadership by the United States in the field by supporting the kind of pure, basic research that the private sector cannot undertake alone.

- **Coordinating short-term and long-term approaches to creating the NRC.** Our research considers many near-term pathways for standing up a working version of the NRC by spelling out how to work within existing constraints. We also identify the structural, legal, and policy challenges to be addressed in the long term for executing the full vision of the NRC.

We summarize our main recommendations here.

**Compute Model**

- **The “Make or Buy” Decision.** The main policy choice will be whether to build public computing infrastructure or purchase services from existing commercial cloud providers.
  - It is well established that, based solely on hardware costs, it is more cost-effective to own infrastructure when computing demand is close to continuous.\(^{23}\) The government also has experience building high-performance computing clusters, typically built by contractors and operated by national laboratories.\(^{24}\) The National Science Foundation (NSF) has also supported many supercomputing initiatives at academic institutions.\(^{25}\)
  - The main countervailing concerns are that existing commercial cloud providers have software stacks and usability that AI researchers have widely adopted and may consider to be a more user-friendly platform. Commercial cloud providers offer a way to expand capacity expeditiously, although scale and availability will still be constrained by the availability of current graphics processing unit (GPU) computing resources.
  - We hence recommend a dual investment strategy:
    - First, the compute model of the NRC can be quickly launched by subsidizing and negotiating cloud computing for AI researchers with existing vendors, expanding on existing initiatives like the NSF’s CloudBank project.\(^{26}\)
    - Second, the NRC should invest in a pilot for public infrastructure to assess the ability to provide similar resources in the long run. Such publicly owned infrastructure would still be built under contract or grant, but could
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be operated much like national laboratories (e.g., Sandia National Laboratories, Oak Ridge National Laboratory), that own sophisticated supercomputing facilities or academic supercomputing facilities.

- **Researcher Eligibility.** While some have argued the NRC should be open for commercial access, for the purposes of this report, we adhered to the spirit of the legislation forming the NAIRRT Task Force and only reviewed the use of an NRC for academic and non-profit AI research. We recommend that the NRC eligibility start with academics who hold “Principal Investigator” (PI) status (i.e., most faculty) at U.S. colleges and universities, as well as to “Affiliated Government Agencies” willing to contribute previously unreleased, high-value datasets to the NRC in return for subsidized compute resources. PI status should be interpreted expansively to encompass all fields of AI application. Students working with PIs should presumptively gain access to the NRC. Scaling the NRC to meet the demand of all students in the United States may be challenging, but we also recommend the creation of educational programs as part of the new resource to help train the next generation of AI researchers.

- **Mechanism.** In order to keep the award processing costs down, we recommend a base-level of compute access to meet the majority of researcher computing needs. Base-level access avoids high overhead for grant administration and may meet the compute demands for the supermajority of researchers. For researchers with exceptional needs, we recommend a streamlined grant process for additional compute access.

**Data Access Model**

- **Focus on Government Data.** We focus our recommendations for data provision/access to government data because: (1) there are already a wide range of platforms for sharing private data,27 and (2) distribution by the NRC of private datasets would raise a tangle of thorny IP issues. We recommend that researchers be allowed to compute on any datasets they themselves contribute, provided they certify they have the rights to that data, and the use of such data is for academic research purposes.

- **Tiered Access.** We recommend a tiered access model: by default, researchers will gain access to government data that is already public; researchers can then apply through a streamlined process to gain access at higher security levels on a project-specific basis. It will be critical for the NRC to ultimately displace the current fragmented, agency-by-agency relational approach. By providing secure virtual environments and harmonizing security standards (e.g., Federal Risk and Authorization Management Program (FedRAMP)28), the NRC can collaborate with proposals for a National Secure Data Service29 to provide a model for accelerating AI research, while protecting data privacy and prioritizing data security.

- **Agency Incentives.** To incentivize federal agencies to share data with the NRC and improve the state of public sector technology, we recommend the NRC permit federal
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agency staff to use the NRC’s compute resources. In keeping with the practices of existing data-sharing programs, such as the Coleridge Initiative, we also recommend that the NRC provide training and support to work with agencies to modernize and harmonize their data standards.

- **Strategic Investment for Data Sources.** In the short term, we recommend that the NRC focus its efforts on making available non-sensitive, low- to moderate-risk government datasets, rather than sensitive government data (e.g., data about individuals) or data from the private sector, due to data privacy and intellectual property concerns. Researchers can still use NRC compute resources on private data, but should rely on existing mechanisms to acquire data for their own private buckets on the NRC. For example, images taken from Earth observation satellites, such as Landsat imagery, provide a promising low-risk, high-reward government dataset, as making such satellite imagery freely available to researchers has generated an estimated $3-4 billion in annual economic benefits, particularly when combined with high-performance computing. Agencies such as the National Oceanic and Atmospheric Administration, the U.S. Geological Survey, the Census Bureau, the Administrative Office of the U.S. Courts, and the Bureau of Labor Statistics, for instance, also have rich datasets that can more readily be deployed. In the long run, access to high-risk datasets, such as those owned by the Internal Revenue Service (IRS) and the Veterans Administration (VA), will depend on the tiered access model.

**Organizational Form**

Where to institutionally locate the NRC poses a tradeoff between ease of coordination to obtain compute and ease of data access. For instance, locating the NRC within a single agency would make coordination with compute providers easier, but would make data access across agencies more difficult, absent further statutory authority. Many efforts to make data access to government data easier, most notably the Foundations for Evidence-Based Policymaking Act of 2018, have proven to be among the most daunting challenges of government modernization. Building on those insights, we ultimately recommend that the NRC be instituted as a Federally Funded Research and Development Center (FFRDC) in the short run, and a public-private partnership (PPP) in the long run.

- **FFRDC.** FFRDCs at Affiliated Government Agencies would reduce the significant costs of securing data from those host agencies. This approach will also cohere with the greater reliance on commercial cloud credits in the short run, making compute and data
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coordination less central. In the long run, however, streamlined coordination between data and compute may be more difficult with FFRDCs hosted at specific agencies when (1) the NRC moves away from commercial cloud credits and towards its own high-performance computing cluster, and (2) a greater number of inter-agency datasets become available.

- **PPP.** In the long run, we recommend the creation of a PPP model, governed by officers from Affiliated Government Agencies, academic researchers, and representatives from the technology sector, which can house both compute and data resources.

**Additional Considerations**

- **Data Privacy.** As an initial matter, an NRC where sensitive or individually identifiable administrative data from multiple agencies are used to build and train AI models will face challenges from the Privacy Act of 1974.\(^{33}\) The Act is intended to put a check on interagency data sharing and disclosure of sensitive data without consent.
  - In order to avoid conflicts with non-consensual interagency data sharing, we recommend that the NRC should not be instituted as its own federal agency, nor should federal agency staff be allowed access to interagency data.
  - To avoid conflicts with the Act’s “no disclosure without consent” requirement, any data released to the NRC must not be individually identifiable. Despite these constraints, the majority of AI research will likely fall under the Act’s statistical research exception, contingent on proposals aligning with an agency’s core purpose.
  - Given concerns about the potential privacy risks, federal agencies may desire to share data, contingent on the use of technical privacy measures (e.g., differential privacy). While useful in many instances, technical approaches are no panacea and should not substitute for data access policies.
  - The NRC should explore the design of virtual “data safe rooms” that enable researchers to access data in a secure, monitored, and cloud-based environment.
  - Additional legislative interventions could also facilitate data sharing with the NRC (e.g., requiring IT modernization to include data sharing plans with the NRC).

- **Ethics.** Rapid innovation in AI research raises a host of potential ethical challenges. Given the scope of the NRC, it will be infeasible to review every single research proposal for potential ethical violations, particularly since ethical standards are still in flux. The NRC should adopt a twofold approach.
  - First, for default PI access to base-level data and compute, the NRC should establish an ex-post review process for allegations of ethical research violations. Access may be revoked when research is shown to manifestly and seriously violate ethical standards. We emphasize that the high standard for a violation should be informed by the academic speech implications and potential political consequences of government involvement in administering the NRC and determining academic research directions.
  - Second, for applications requesting access to restricted datasets or resources beyond default compute, which will necessarily undergo some review, researchers
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should be required to provide an ethics impact statement. One of the advantages of beginning with PIs is that university faculty are accountable under existing IRBs for human subjects research, as well as to the tenets of peer review.

○ We urge non-NRC parties (e.g., universities) to explore a range of measures to address ethical concerns in AI compute (e.g., an ethics review process or embedding ethicists in projects).

- **Security.** We recommend that the NRC take the lead in setting security classifications and protocols, in part to counteract a balkanized security system across federal agencies that would stymie the ability to host datasets. The NRC should use dedicated security staff to work with Affiliated Government Agencies and university representatives to harmonize and modernize agency security standards.

- **Intellectual Property (IP).** While the evidence on optimal IP incentives for innovation is mixed, we recommend that the NRC adopt the same approach to allocating patent rights, copyrights, and data rights to NRC users that apply to federal funding agreements. The NRC should additionally consider conditions for requiring NRC researchers to disclose or share their research outputs under an open-access license.

- **Human Resources.** Given its ambition, significant human resources – from systems engineers to data officers, and from grants administrators to privacy, ethics, and cybersecurity staff – will be necessary to make the NRC a success.
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