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Executive Summary

You cannot detect a person’s emotional state (i.e., angry, sad, fearful, remorseful, etc.) from patterns of facial signals, physiological signals, or neural signals, according to peer-reviewed scientific articles. Scowling in anger, smiling in happiness, frowning in sadness, - all these are stereotypes of emotional expressions. They reflect common beliefs about emotional “expressions,” beliefs held by people who live in western countries, but these beliefs don’t correspond to how people actually express emotion in real life. And these stereotypes don’t generalize to cultures that are very different from ours. Any technology that claims to read emotion in physical movements, physiological signals, or neural signals is misrepresenting what it can do, according to the best available, peer-reviewed scientific evidence. Inferring a person’s mood or affect (e.g., sleepiness during driving) via such signals may hold more promise.

Background

Research in psychological science, computer science, neuroscience, and physiology attempt to identify emotional states in humans and non-human animals by measuring signals in behavior (e.g., facial muscle movements, postural changes, vocalizations, word use, etc.), signals in the brain (e.g., brain imaging patterns) and signals in peripheral physiology (e.g., autonomic nervous system changes in heart rate, skin conductance, etc.). These efforts are referred to as emotion inference (the term used in this document), emotion perception, emotion detection, or more commonly, emotion recognition. Machine learning (ML) algorithms are trained to detect patterns for the purpose of inferring the presence of emotional states, such as anger, happiness, sadness, and fear. ML is a powerful family of techniques that allow scientists to program and train a computer model on one set of observations, identify data patterns, and assess how well these patterns generalize to a new set of observations. In emotion inference efforts, human raters view a sample of signals (e.g., photographs or videos of people making facial movements) and label them with emotion words; this becomes the ML training set. Once a pattern is identified for each emotional state, it is used to diagnose the presence of that state in a new sample of signals.

Emotion inference can be distinguished from affect inference which uses similar data and ML approaches to infer the presence of affective states such as pleasure, boredom, sleepiness,
arousal, distress and interest. Methods to infer emotion and affect are collectively referred to as **affective computing** or **emotion artificial intelligence** (a.k.a. “emotion AI”).

The global market for emotion and affect inference products is projected to double by 2024 to reach $56 billion. Efforts to infer affect and emotion can be found in every commercial, educational, medical, and governmental sector (summarized in Table 1). Large companies have established R&D projects and made major acquisitions in emotion AI including Apple, Amazon, IBM, Google, Facebook, and Microsoft. Several of these companies have released software platforms for others to attempt to build emotion AI products. Major car companies have significant emotion and affect inference efforts to infer driver inattentiveness and/or sleepiness and to estimate levels of frustration and joy. Many startups are also building new recording methods and inference models for specific use cases.

### Emotion AI Applications

<table>
<thead>
<tr>
<th>Business &amp; Industry</th>
<th>Health Care &amp; Education</th>
<th>Consumer and Entertainment</th>
<th>Government, Police, Military, Legal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marketing &amp; Advertising</td>
<td>Diagnostics</td>
<td>Consumer Apps</td>
<td>Police</td>
</tr>
<tr>
<td>● Targeted advertising</td>
<td>● Patient Monitoring</td>
<td>● Personal wellness apps</td>
<td>● Parole monitoring</td>
</tr>
<tr>
<td>● Customer purchase monitoring</td>
<td>● Symptoms monitoring</td>
<td>● Dating apps</td>
<td>● Crowd control &amp; protest monitoring</td>
</tr>
<tr>
<td>● Smart billboards</td>
<td>● Suicide prevention</td>
<td>● Entertainment</td>
<td>● Threat assessment</td>
</tr>
<tr>
<td><strong>Customer Service</strong></td>
<td><strong>Treatment</strong></td>
<td><strong>Gaming &amp; AR/VR</strong></td>
<td><strong>Courts &amp; Criminal Justice</strong></td>
</tr>
<tr>
<td>● Chatbots</td>
<td>● Mental health chatbots</td>
<td>● Companion robots</td>
<td>● Sentencing</td>
</tr>
<tr>
<td>● Customer experience monitoring</td>
<td>● Wellness apps</td>
<td>● Adult entertainment</td>
<td>● Parole board decisions</td>
</tr>
<tr>
<td><strong>Human Resources</strong></td>
<td><strong>Schools</strong></td>
<td><strong>Security Screening &amp; Counterterrorism</strong></td>
<td></td>
</tr>
<tr>
<td>● Job interviews and hiring decisions</td>
<td>● Learning, attention, distraction &amp; motivation</td>
<td>● Behavioral profiles</td>
<td></td>
</tr>
<tr>
<td>● Productivity monitoring</td>
<td></td>
<td>● Lie detection</td>
<td></td>
</tr>
<tr>
<td>● Team functioning</td>
<td></td>
<td>● Interrogation</td>
<td></td>
</tr>
<tr>
<td><strong>Safety &amp; Quality Control</strong></td>
<td></td>
<td><strong>Elections &amp; Political Campaigns</strong></td>
<td></td>
</tr>
<tr>
<td>● Factory monitoring</td>
<td></td>
<td>● Political ads</td>
<td></td>
</tr>
<tr>
<td>● Vehicle safety features</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(e.g., monitoring driver)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

2. [https://9to5mac.com/2016/01/07/apple-emotion/](https://9to5mac.com/2016/01/07/apple-emotion/)
Assessment

To date, peer-reviewed scientific articles indicate that patterns of facial signals, physiological signals, or neural signals have limited reliability, specificity, and generalizability to infer the presence of a particular emotional state (e.g., 22,23,24,25). (Most ML technology in industry is proprietary and without access to the code, it is difficult to assess their function.) Here is a brief summary of notable peer-reviewed findings:

- An interdisciplinary team of senior scientists, commissioned by the Association for Psychological Science, reviewed over 1,000 peer-reviewed scientific papers and came to a consensus view: the common assumption “that a person’s emotional state can be readily inferred from his or her facial movements” has no scientific support.22 For example, it has been assumed that scowling is the universal facial expression of anger. Yet studies consistently show that humans who live in urban culture settings scowl only about 30% of the time when angry, which is considered low reliability. The other 70% of the time, they express anger in other meaningful and context-specific ways (frowning, crying, smiling, etc.). People also scowl to express other states, including confusion, concentration, humor at a bad joke, stomach upset, etc., so scowling has low specificity as a marker of anger.

Scowling is not a universal expression of anger; it is a Western stereotype. No stereotypical facial expression (smiling in happiness, frowning in sadness, etc.) is a reliable, specific, and generalizable predictor of emotional state. Therefore, it is inaccurate to refer to facial

19 https://snycedreview.com/2020/01/16/emotioncues-ai-knows-whether-students-are-paying-attention/
25 https://www.ft.com/content/68155560-fbd1-11e9-a354-36aacbbbd9b0
movements, such as a scowl, as “anger expressions” or even “emotional expressions.” Such terms confuse a movement with its (possible) emotional meaning. Many reports, both peer-reviewed and from industry, claim that emotion AI technology can accurately detect emotions. This is not the case. Under optimal conditions, such technology can detect facial movements, but the emotional meanings of these movements is incorrectly assumed rather than tested.

- A similar pattern of findings exists for measures of the autonomic nervous system and brain. In an individual study, certain patterns of signals might distinguish one emotion from another, but these patterns are not reliable (do not replicate) across different statistical methods and studies.\(^{23,24}\)
- Facial movements, vocalizations, and gestures have significant cultural differences.\(^{25}\)
- Using emotion stereotypes to infer emotions also increases the likelihood of racial bias from emotion AI technology.\(^{26}\)
- Even humans do not “recognize” or “detect” emotions in one another. Rather, people make educated guesses based on context, including the immediate situation, the state of their own bodies, their own past learning history, and their cultural learning. This means that in machine learning, third-party labels that are applied to training data are inferences, not objective “readings.” When “emotion AI” algorithms are evaluated for their ability to predict with consistency relative to human inferences, high values do not reflect the objective accuracy or validity of the algorithm to detect an emotional state.

Monitoring techniques involving many different signals (more than just two or three), known as multimodal monitoring, may hold more promise for emotion inference, provided ML algorithms model and predict patterns \textit{within a given individual} over time (e.g., \(^{27}\)), search for \textit{multiple patterns} for each emotion category (e.g., \(^{28}\)), and then examine whether any of the patterns predict across individuals and situations. Robust and generalizable inferences will require many signals collected simultaneously for the same person across many contexts, with their active and willing participation. Algorithms for affective inferences in certain circumstances, e.g., sleepiness during driving, may hold more promise, in part because the training data can be labeled objectively (e.g., did the person fall asleep or not).
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