Request for Information (RFI) on Public and Private Sector Uses of Biometric Technologies: Responses

**DISCLAIMER:** Please note that the RFI public responses received and posted do not represent the views or opinions of the U.S. Government, the Office of Science and Technology Policy (OSTP), or any other Federal agencies or government entities. We bear no responsibility for the accuracy, legality, or content of these responses and the external links included in this document. Additionally, OSTP requested that submissions be limited to 10 pages or less. For submissions that exceeded that length, the posted responses include the components of the response that began before the 10-page limit.
Comments to the Office of Science and Technology Policy

Introduction

Common Sense Media (Common Sense) is pleased to submit these comments in response to the Office of Science and Technology Policy’s request for information on how biometric technology is being used in education. Common Sense is an independent, nonpartisan voice for children that champions policy solutions that puts children first and works to ensure that they can thrive in the 21st century.

Biometric technology, like all invasive technology, raises special privacy questions and concerns for children because of their unique vulnerabilities that stem from their brain development and young age. This is most apparent in the education context, in which some students have needed to agree to using certain technology to fully participate in school.

These comments discuss two ways in which biometric technology is being used in education: ed tech software, namely remote exam proctoring software and student activity monitoring software, and facial recognition in school buildings. Remote exam proctoring software and certain aspects of student activity monitoring software, such as the monitoring of keystrokes and eye movement, surveil students to a degree they find intrusive and disturbing, and can expose them to the risk of privacy breaches. Facial recognition software, which is increasingly used in school buildings to track attendance and admission, can also open students up to the risk of privacy breaches, and is often inaccurate, particularly for students of color. This can lead to wrongful identification and discipline of students, which exacerbates already existing inequities in education in which black children are more likely to be disciplined.

Children and teens are uniquely vulnerable on the internet. Their brains are still developing, which makes it difficult for them to distinguish advertising from content and understand the persuasive intent behind ads. They are also prone to oversharing online without understanding the consequences of their sharing. Young children in particular believe information remains at a device level or within an app, and they do not expect or understand that an app may gather information about them from third party sources or

---

1 Ofcom, Children and parents: media use and attitudes report, November 2016.
that the information they delete remains available. Some young children even consider monitoring by others to be positive. Older children – as well as many adults – also cannot comprehend often long and legalistic privacy policies to better understand how their data is being collected and shared. Many teens think that social networking sites do a bad job at explaining how they treat user information. Because of children and teens’ vulnerabilities, schools must prioritize their well-being and interests when considering whether to utilize biometric technology in the education context.

I. Students are increasingly using remote exam proctoring software and student monitoring software, making students uncomfortable and opening them up to the risk of privacy breaches

The use of technology in education has become more prominent than ever. In 2020, with most children attending school virtually because of the pandemic, there was a 69 percent increase in the amount of time kids spent using a computer or laptop for education. This increase was driven largely by five- to 10-year olds. Children also spent more time on tablets for education than anything else, a shift from the year before when gaming took the top spot. Even before the pandemic forced students to stay home, educators increasingly saw the value of using technology in the classroom. In a 2019 survey, 89.6 percent of educators responded that they believed technology is a great way to engage students in the classroom, which was a sharp increase from 31.8 percent the previous year.

In particular, schools are increasingly using remote exam proctoring software and student monitoring software. However, both of these types of software open students up to the risk of privacy breaches, and have been shown to make them uncomfortable and exacerbate inequities.
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A. Remote exam proctoring software

Schools have needed to turn to remote exam proctoring more than ever during the pandemic to conduct online exams and ensure students are not cheating. However, students have expressed privacy concerns about their remote proctoring experiences and reported disturbing incidents.\textsuperscript{11} Remote proctoring software Proctorio claims to identify “suspicious behavior” by monitoring a student’s webcam, microphone, keyboard, and other computer activity during an exam and then utilizes an algorithm to look for “abnormalities” between a student and their classmates.\textsuperscript{12} Everything from abnormal head and eye movements, mouse clicks and scrolls, websites visited, audio levels, the time it takes to finish the test, to the number of faces detected on screen can all result in a student’s test session being flagged as suspicious.\textsuperscript{13} In addition to invasion of privacy complaints from this intense surveillance, students and faculty have voiced concern on a wide range of other issues Proctorio and similar remote proctoring services pose, such as bias against students of color, students with accessibility needs, and students with learning disabilities, as well as bias against low-income and rural students.\textsuperscript{14}

Many schools have also used ProctorU, a software that similarly uses facial biometrics to match students to their photo identification, and then requests access to the camera, microphone, screen, and keystrokes.\textsuperscript{15} In April 2020, nearly 4,000 students at Australia’s University of Queensland signed a petition asking the university to come up with a better solution for final exams because of their fears the software would threaten their data privacy.\textsuperscript{16} Although the company’s privacy policy states the data it collects is only used for the exam session and is not sold to other parties, the data is at risk of being sold or transferred if “involved in a bankruptcy, merger, acquisition, reorganization, or sale of assets.”\textsuperscript{17}
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B. Student activity monitoring software

Additionally, the number of teachers who reported distribution programs of school-issued devices to educate students at home rose from 43 to 86 percent in the first several months of the pandemic, and this number has only risen since.\textsuperscript{18} This has created more opportunities for students to be monitored, particularly for students using school-issued devices.\textsuperscript{19} Eighty-one percent of teachers report that their school uses some kind of monitoring software, yet only one in four of those teachers report that monitoring is only limited to school hours.\textsuperscript{20} Monitoring software is usually installed directly on a device, which grants access to more of the device’s information than browser-based software, which only monitors student content and web activity.\textsuperscript{21} This puts students who depend on student-issued devices such as low-income students at greater risk.

Student activity monitoring software can interact with different operating systems and device permissions, such as access to biometric information like keystrokes and input devices like cameras and microphones, as well as content on the device screen. In the United States, thousands of school districts have installed surveillance software on school-issued devices to monitor students’ online interactions.\textsuperscript{22} Several universities have also started using technology to collect data on students’ attention, such as a Paris university that tracks students’ eye movement and facial expressions through laptop webcams.\textsuperscript{23} This surveillance can make students uncomfortable, affecting their ability to freely learn.

The monitoring activity not involving biometrics is worth noting as well. Programs such as Bark, Gnosis IQ, Gaggle, and Lightspeed can be installed to search for language in student emails and chats and online behavior that indicates the possibility of violent tendencies, suicidal ideation, drug use, pornography use, or eating disorders.\textsuperscript{24} School districts sometimes monitor students out of concern for their physical safety and mental health, particularly with students’ reported increase in self-harm incidents and aggressive
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impulses since the start of the pandemic. However, civil groups, teachers, and parents have warned this surveillance results in harmful, unintended consequences. Most notably, online monitoring could be used to discipline students, “out” LGBTQ+ students who are not ready to come out, and chill student speech. Forty three percent of teachers whose schools or districts use student activity monitoring software report that it is used to identify violations of disciplinary policies. There is also a risk that schools may share this data with law enforcement or other external agencies.

II. Schools are utilizing facial recognition technology that is often inaccurate for children, which can exacerbate inequities by leading to wrongful disciplining of children of color, and chill expression

An increasing number of school districts are utilizing facial recognition technology in schools in the name of reducing paperwork and improving school safety, such as by tracking attendance and entrances into school events. However, facial recognition software is often inaccurate, particularly for people of color and for children who are quickly growing and whose faces are changing. This is problematic because facial recognition software is often linked to criminal databases, and can produce wrongful identifications which can lead to schools disciplining the wrong students and chilling their freedom of expression.

Aside from monitoring of students on school-issued devices, the collection of biometric data is also on the rise in school buildings. School districts are launching biometric initiatives to cut down on paperwork as well as improve school safety. For example, in 2019, a school district in Missouri installed 95 biometric facial recognition cameras that are linked to law enforcement databases. If a camera detects a face from a criminal database, they trigger a school lockdown. Biometrics such as fingerprint scans have also...
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been used to track student tardiness, library check-out, and entrances to dances and athletic events.\textsuperscript{33}

While using biometrics can help make schools safer or cut down on paperwork, like all other types of data, biometric information can be breached and sold. Little is known about how these vendors store and use data.\textsuperscript{34} Additionally, most districts do not have full-time employees dedicated to protecting student privacy. Teachers also receive little education on student privacy.\textsuperscript{35} However, an increasing number of teachers have received training related to student privacy issues, with the number having risen from 56 to 66 percent of teachers from 2020 to 2021.\textsuperscript{36}

The accuracy of facial recognition technology in particular raises concerns. Over time, the appearance of faces change, especially for children who are actively developing and growing. In a 2019 NIST report on facial recognition, researchers found aging increased false negative rates.\textsuperscript{37} Factors such as the environment in which a face is scanned, the person’s posture, and lighting can also affect the accuracy of a facial scan.\textsuperscript{38} Many studies have also shown that facial recognition software is less accurate for people of color and women compared to white men.\textsuperscript{39} One study found that such software was inaccurate for up to 35 percent of darker-skinned women.\textsuperscript{40}

The consequences are particularly problematic for children of color. Inaccurate facial recognition could lead to misidentification of students suspected of fighting, skipping class, and breaking other school rules, which could lead to the wrong children being investigated or disciplined.\textsuperscript{41} This would only further perpetuate the institutional racism seen in school systems and the criminal justice system, which already disproportionately harms black children, because it could encourage them to trust a software’s identification over a child’s own words.\textsuperscript{42}
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Even if facial recognition was completely accurate, the risks to children do not stop there. Having facial recognition cameras around could chill children's freedom of expression, such as by discouraging them from being spontaneous or playful or associating with friends or siblings the school regards as troublemakers. This could significantly impact children's emotional and intellectual development.

III. Schools must prioritize students’ well-being and interests when deciding whether to utilize new biometric technology

Biometric technology is largely left unregulated, with only a small number of states having passed a biometric-specific law, and even fewer having passed laws restricting the use of facial recognition technology specifically. Due to children’s unique developmental vulnerabilities, until more legislation is passed, schools must prioritize students’ well-being and interests when utilizing this technology both in an online schooling and an in-person schooling context. Until more legislation is passed, private and public entities must exercise caution in utilizing facial recognition and other biometric technology.

Currently, only five states have a biometric-specific law. Illinois passed the Biometric Information Privacy Act (BIPA) in 2008, becoming the first U.S. state to regulate the collection of biometric data. BIPA requires private entities that obtain biometric information to first inform the subject in writing that their information is being collected and stored, inform the subject of the specific purpose for collection and the term of storage, and obtain a written release from the subject. It prohibits disclosure of biometric information without the subject’s consent, unless an exception is satisfied. Since then, Arkansas, California, Texas, and Washington have adopted legislation modeled after BIPA.

Most recently, this summer, Maine passed a law prohibiting the use of facial recognition in all levels of government, making it the toughest facial recognition law yet. However, other states have had very little success in passing laws that ban or heavily restrict facial
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recognition.\textsuperscript{49} Such bills failed to advance or were rejected by at least 17 states during the 2020 and 2021 sessions.\textsuperscript{50} Washington is the only other state to have a statewide facial recognition law, but it authorizes state police to use facial recognition technology for “mass surveillance of people’s public movements, habits, and associations.”\textsuperscript{51}

In 2019, New York became the first state to enact a moratorium on purchasing or using any biometric identifying technology for school until at least July 2022.\textsuperscript{52} The ban also required the New York State Department of Information Technology Services to conduct a study on whether and under what conditions technologies such as facial recognition technology should ever be used in schools.\textsuperscript{53}

Children specifically must be given more thought and care. Because of their young age and developing brains, children are already uniquely vulnerable. Using facial recognition and other biometric technology on children can lead to misidentification, particularly for children of color, which can lead to unfair discipline, as well as chill children's freedom of expression. In utilizing this technology, private and government entities must acknowledge the unique vulnerabilities of children before determining whether to put it to use. They must carefully evaluate the negative consequences on students and put their well-being and privacy first. If the benefits do not significantly outweigh the consequences or potential consequences, schools should not utilize the technology.

\textbf{IV. The Department of Education and the Federal Trade Commission should establish a working group to study the impact of biometric technology on children}

Children and teens’ unique vulnerabilities make the many concerns biometric technology such as facial recognition poses in the education context so important to address. As a first step, the Department of Education and the Federal Trade Commission should work together to establish a working group that brings key stakeholders together to further study the impact of this technology on children. This working group should include academic researchers, pediatricians, and children’s advocates who have specific knowledge of children’s development and tendencies. This would offer these agencies
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and OSTP with additional information on biometric technology that can be used to inform policy making and proposed regulations.

Conclusion

Common Sense appreciates the opportunity to provide information OSTP with information on how biometric technology is being used in the educational context. OSTP should be aware of the harms that can come from using this technology on children in schools, and encourage entities to use special care when doing so.

Respectfully submitted,
Irene Ly
Policy Counsel, Common Sense Media